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Label Usage

Randomly split the training set into several parts (usually two). Take some
training node labels as model input and predict the remaining ones.
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Robust Loss Function for Classification
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Tweaking the GAT Architecture

GAT with symmetric normalized adjacency matrix

Let Aatt = Dα, with α being the attention matrix,
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where Ãatt = I + Aatt .

Non-interactive attention
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Attention involving edge features
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Thank you

Full Paper Link: https://arxiv.org/abs/2103.13355

Thanks for listening!
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